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(57) ABSTRACT

An image processing device includes a map filtering process-
ing unit which applies filtering to a parallax map based on a
parallax value with respect to each pixel of an image; a
blurred image generation unit which generates a blurred
image of the image from the image; and an image composi-
tion unit which generates a composite image which is
obtained by compositing the image and the blurred image
based on the parallax map after the filtering by the map
filtering processing unit.
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FIG. 6
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FIG. 11

START

OBTAINING PARALLAX MAP USING BLOCK MATCHING
FROM STANDARD AND REFERENCE IMAGES

1

DIVIDING STANDARD IMAGE AND PARALLAX MAP INTO
FOREGROUND, FOCUSED, AND BACKGROUND REGIONS

Y

$103
| APPLYING LPF TO PARALLAX MAP 4

Y

CALCULATING BLURRING AMOUNT CORRESPONDING TO CONVERTED
PARALLAX VALUE WITH RESPECT TO FOREGROUND REGION

5107

5102

5104

PERFORMING BLURRED IMAGE GENERATION PROCESSING 55105

WITH RESPECT TO FOREGROUND REGION

Y

CALCULATING BLURRING AMOUNT CORRESPONDING TO CONVERTED
PARALLAX VALUE WITH RESPECT TO BACKGROUND REGION

Y

PERFORMING BLURRED IMAGE GENERATION PROCESSING
WITH RESPECT TO BACKGROUND REGION

Y

GENERATING FOCUSED IMAGE FROM STANDARD IMAGE 5108
WITH RESPECT TO FOCUSED REGION

Y

COMPOSITING EACH REGION OF BACKGROUND, FOCUSED,
AND FOREGROUND REGIONS IN ORDER

<5106

<5107

5109

END
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FIG. 12

(BLURRED IMAGE GENERATION PROCESSING )

GENERATING BLURRED IMAGE USING 5201
THREE KERNEL SIZES
SELECTING TWO BLURRED IMAGES IN VICINITY OF |5 5202

PARALLAX VALUE OF TARGET PIXEL IN EACH PIXEL

¢

GENERATING BLURRED IMAGE CORRESPONDING TO 58203
PARALLAX VALUE OF TARGET PIXEL USING LINEAR
INTERPOLATION FROM PARALLAX VALUE OF
TWO BLURRED IMAGES

( END )
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FIG. 14

START
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OBTAINING PARALLAX MAP USING BLOCK MATCHING
FROM STANDARD AND REFERENCE IMAGES

Y

DIVIDING STANDARD IMAGE AND PARALLAX MAP INTO
FOREGROUND, FOCUSED, AND BACKGROUND REGIONS

Y
5530
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Y

CALCULATING BLURRING AMOUNT CORRESPONDING TO CONVERTED
PARALLAX VALUE WITH RESPECT TO FOREGROUND REGION

5302

5303

5305

+ 5306
PERFORMING BLURRED IMAGE GENERATION PROCESSING s

WITH RESPECT TO FOREGROUND REGION

Y

CALCULATING BLURRING AMOUNT CORRESPONDING TO CONVERTED
PARALLAX VALUE WITH RESPECT TO BACKGROUND REGION

5307

+ 5308
PERFORMING BLURRED IMAGE GENERATION PROCESSING S

WITH RESPECT TO BACKGROUND REGION

Y
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BACKGROUND REGIONS (FOR EXAMPLE, FOUR TIMES)
USING BILINEAR INTERPOLATION

Y

5310
| EXPANDING FOCUS FLAG USING NEAREST NEIGHBOR METHOD |5

Y

GENERATING FOCUSED IMAGE FROM STANDARD IMAGE BEFORE
REDUCTION WITH RESPECT TO EXPANDED FOCUSED REGION

Y

COMPOSITING EACH REGION OF BACKGROUND, FOCUSED,
AND FOREGROUND REGIONS IN ORDER

5311
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IMAGE PROCESSING DEVICE, IMAGE
PROCESSING METHOD, AND IMAGE
PROCESSING PROGRAM

TECHNICAL FIELD

The present invention relates to an image processing
device, an image processing method, and an image process-
ing program.

The present application claims a priority based on Japanese
Patent Application No. 2010-270735 filed on Dec. 3, 2010,
the contents of which are incorporated herein by reference.

BACKGROUND ART

When generating an image with the depth, an image gen-
eration apparatus generates an image with a clear contour
relating to an object which is in a focus region of a camera,
and generates an image with a blurred contour relating to an
object which is in an out of a focus region of a camera with
respect to the depth direction of an image. In this manner, the
image generation apparatus generates an image in which a
perspective sensation is expressed to be close to a real world.

PTL 1 discloses a parallax estimating method of estimating
parallax which discontinuously changes along an object con-
tour line. In the parallax estimating method, initial parallax of
two images and a reliability evaluation value of an initial
parallax are calculated, and parallax in a region in which the
reliability of the initial parallax is low is set to be smoothly
connected to the peripheral parallax, and is determined to be
changed along the object contour line.

PTL 2 discloses an image generation system which gener-
ates an image which is focused like a visual field image of a
real world. In the image generation system, a focused image
is generated by setting an o value corresponding to a depth
value of each pixel of the original image, and by compositing
the original image and a blurred image corresponding to the
original image based on the o value which is set in each pixel.

In addition, PTL 3 discloses an image processing program
which generates a focused image based on a distance from a
view point. The image processing program includes a step of
setting an . value of each pixel based on a depth value of each
pixel of a standard image, and a step of increasing an o value
which is set to a pixel of which an a value is small between
two pixels which are close to each other. Therefore, the image
processing program generates a focused image by composit-
ing a standard image and a blurred image corresponding to the
standard image based on the o value which is set in each pixel
after the processing by the increasing step.

CITATION LIST
Patent Literature

PTL 1: Japanese Unexamined Patent Application Publica-
tion No. 2004-7707

PTL 2: Japanese Unexamined Patent Application Publica-
tion No. 2001-175884

PTL 3: Japanese Unexamined Patent Application Publica-
tion No. 2008-225767

SUMMARY OF INVENTION
Technical Problem

When estimating parallax as in PTL 1, a parallax map
which is expanded to be larger than a size of an object is
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generated in a parallax map in which a parallax value in each
pixel of an image is expressed as an image. Here, the parallax
value is the number of pixels which is separated in the hori-
zontal direction in an image of which object points imaged in
the images are two, in an image which is imaged at two
positions of observation places.

If an image generation apparatus in the related art gener-
ates a composite image which is obtained by compositing a
standard image and a blurred image, when a parallax map
which is expanded to be larger than a size of an object is
generated, a background image in the vicinity of a boundary
between an object and a background becomes clear in the
composite image. That is, in the image generation apparatus
in the related art, there has been a problem in that a boundary
region between an object and a background becomes unnatu-
rally blurred. The problem has not been solved even in the
image generation system, or the image processing program
which is disclosed in the PTL 2 and the PTL 3.

Therefore, the present invention has been made in consid-
eration of the above problem, and an object thereof is to
provide an image processing device, an image processing
method, and an image processing program which are able to
generate an image in which a boundary region between an
object and a background or a foreground becomes naturally
blurred.

Solution to Problem

(1) In order to solve the above problem, an image process-
ing device according to an aspect of the present invention
includes a map filtering processing unit which applies filter-
ing to a parallax map based on a parallax value with respect to
each pixel of an image; a blurred image generation unit which
generates a blurred image of the image from the image; and an
image composition unit which generates a composite image
which is obtained by compositing the image and the blurred
image based on a parallax map after the filtering by the map
filtering processing unit.

(2) The image processing device may further include a
filtering magnitude selection unit which selects a magnitude
of'an image filtering corresponding to a parallax map which is
applied with filtering by the map filtering processing unit, in
which the blurred image generation unit may generate the
blurred image by applying the image filtering to the image.

(3) The image processing device may further include a
region division unit which divides the image into a predeter-
mined region according to the parallax value, and converts a
parallax value for each region, in which the map filtering
processing unit may apply filtering to the parallax map which
is obtained by converting the parallax value by the region
division unit.

(4) The image processing device may further include an
image reduction unit which reduces a size of the image, in
which the blurred image generation unit may generate a
blurred image of the image which is reduced by the image
reduction unit, and in which an image enlargement unit which
enlarges the blurred image of the reduced image to a prede-
termined size may be further included.

(5) In the image processing device, the blurred image gen-
eration unit may include a standard blurred image generation
unit which selects a plurality of values from the parallax map,
and generates a standard blurred image with a blurring
amount corresponding to each of the selected plurality of
values; a standard blurred image selection unit which selects
a standard blurred image from the standard blurred image
based on a comparison between a value of the parallax map
after filtering of a target pixel and the selected value for each
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target pixel of the image; and a pixel value interpolation unit
which calculates a pixel value of the target pixel based on a
pixel value of a pixel corresponding to a position of the target
pixel among the selected standard blurred images, a value of
the parallax map after filtering of the target pixel, and the
selected value.

(6) In the image processing device, the pixel value inter-
polation unit may calculate a pixel value of the target pixel by
interpolation using a value based on a value of a parallax map
after filtering of the target pixel, and the selected value, and a
pixel value of a pixel corresponding to a position of the target
pixel among the selected standard blurred images.

(7) In addition, an image processing method according to
another aspect of the present invention includes applying
filtering to a parallax map based on a parallax value with
respect to each pixel of an image; generating a blurred image
of the image from the image; and generating a composite
image which is obtained by compositing the image and the
blurred image based on the parallax map after applying the
filtering.

(8) In addition, an image processing program according to
further another aspect of the present invention causes a com-
puter of an image processing device to execute applying
filtering to a parallax map based on a parallax value with
respect to each pixel of an image, generating a blurred image
of the image from the image, and generating a composite
image which is obtained by compositing the image and the
blurred image based on the parallax map after applying the
filtering.

Advantageous Effects of Invention

According to the present invention, it is possible to gener-
ate an image in which a boundary region between an object
and a background or a foreground becomes naturally blurred.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a diagram in which schematic processing by an
image processing device in each embodiment of the present
invention is illustrated.

FIG. 2 is a block configuration diagram of the image pro-
cessing device according to a first embodiment of the present
invention.

FIG. 3 is a diagram which describes detailed processing of
a blurring coefficient calculation processing unit.

FIG. 4A is a diagram which illustrates a parallax value after
applying LPF when the horizontal width of akernel size of the
LPF is larger than the horizontal width of a window size in a
case of generating a parallax map.

FIG. 4B is a diagram which illustrates a parallax value after
applying LPF when the horizontal width of akernel size of the
LPF is ahalf of the horizontal width of awindow size in a case
of generating a parallax map.

FIG. 4Cis a diagram which illustrates a parallax value after
applying LPF when the horizontal width of akernel size of the
LPF is the horizontal width of a window size in a case of
generating a parallax map.

FIG. 5A is a diagram which illustrates an example of the
original parallax value.

FIG. 5B is a diagram which illustrates an example of a
parallax value after being converted using a regional division.

FIG. 5C is a diagram which illustrates an example of a
smoothed parallax value after applying LPF.

FIG. 6 is a diagram which illustrates an example of kernel
which is used when generating an image with a small amount
of blurring.
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FIG. 7 is a diagram which illustrates an example of kernel
which is used when generating an image with a medium
amount of blurring.

FIG. 8 is a diagram which illustrates an example of kernel
which is used when generating an image with a large amount
of blurring.

FIG. 9 is a block configuration diagram of a blurred image
generation processing unit.

FIG. 10 is a diagram which describes a method of calcu-
lating a pixel value of each pixel of a blurred image using
linear interpolation.

FIG. 11 is a flowchart which illustrates a flow of processing
of'the image processing device according to the first embodi-
ment of the present invention.

FIG. 12 is a flowchart which illustrates a flow of processing
of'a blurred image generation processing unit 30 according to
the first embodiment of the present invention.

FIG. 13 is a block configuration diagram of an image
processing device according to a second embodiment of the
present invention.

FIG. 14 is a flowchart which illustrates a flow of processing
of'the image processing device according to a second embodi-
ment of the present invention.

DESCRIPTION OF EMBODIMENTS

FIG. 1 is a diagram which illustrates schematic processing
by an image processing device in each embodiment of the
present invention.

An input image 1 is an image in which a focused (focusing
of imaging machine is made) private house 100 (object) of
one-storied house is present at the center of a background
region on the entire surface, as an example. A parallax map 2
is an image in which a change in parallax of a background
region is made smooth when being far from edges 101 of the
private house 100 which is focused in the input image 1
toward the background region. Specifically, the parallax map
2 is obtained by applying a Low Pass Filter (LPF) to an image
of'the private house 100 as the object, and by making a change
in parallax of an edge 101 of the object 100 and the back-
ground region smooth.

A background blurred image 3 is an image in which the
background is performed with blurring processing using the
input image 1 and the parallax map 2 is cut out. An object 4 is
an image in which the object (private house 100) in a focused
region is cut out using the input image 1 and the parallax map
2.

An output image 5 is an image which is obtained by com-
positing the background blurred image 3, and the image of the
object 4 in the focused region. In the output image 5, the edge
101 of the object and a boundary region of the background
region are set to be smoothly (naturally) blurred.

<First Embodiment>

FIG. 2 is a schematic block diagram which illustrates a
configuration of an image processing device 10 according to
a first embodiment of the present invention.

The image processing device 10 includes a storage unit 11,
a parallax map generation unit 12, a blurring coefficient cal-
culation processing unit 20, a blurred image generation pro-
cessing unit 30, and an image composition unit 40. In addi-
tion, the blurring coefficient calculation processing unit 20
includes a parallax value converting unit of each region (re-
giondivisionunit) 21, an LPF processing unit (also referred to
as “filter processing unit”) 22, and a blurring amount selec-
tion unit (filtering magnitude selection unit) 23.

The storage unit 11 is stored with information which
denotes a focused parallax value FF of a foreground boundary
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which is input from the outside, information which denotes a
focused parallax value FR of a background region, informa-
tion which denotes the step width DW which is the division
width when a parallax value is divided in a division, informa-
tion which denotes a kernel size WW of a LPF, information
which denotes a plurality of kernel sizes KS which are kernel
sizes used when generating a plurality of standard blurred
images, and information which denotes a blurring coefficient
GC corresponding to each of the plurality of kernel sizes.

Here, the kernel size WW of'the LPF is a window size when
generating a parallax map. One of the plurality of kernel sizes
KS may be the same value as the kernel size WW of the LPF.
In addition, the number of the kernel sizes KS which are
stored in the storage unit 11 is the same as the number of
blurred images to be generated.

The parallax map generation unit 12 generates a parallax
map having a parallax value corresponding to a position of a
pixel of each image by a well-known block matching method
using a predetermined window size (for example, the same
size as the kernel size WW of LPF) from IMGDATA as data
of a standard image which is input from the outside, and
REFDATA as data of a reference image. The parallax map
generation unit 12 outputs Disparity Data as parallax value
data which forms a generated parallax map to the parallax
value converting unit of each region 21 of the blurring coef-
ficient calculation processing unit 20 which will be described
later.

The blurring coefficient calculation processing unit 20 cal-
culates a blurring amount GA (level of blurring) based on the
Disparity Data as parallax value data which forms a parallax
map which is input from the parallax map generation unit 12.
In addition, the blurring coefficient calculation processing
unit 20 outputs information denoting the calculated blurring
amount GA, and a parallax value d" to the blurred image
generation processing unit 30.

The blurred image generation processing unit 30 generates
blurred images GP of a foreground region and a background
region based on information denoting the input blurring
amount GA, and the IMGDATA as the data of the standard
image.

FIG. 3 is a diagram which describes detailed processing of
the blurring coefficient calculation processing unit 20. The
parallax value converting unit of each region 21 reads out the
information denoting the focused parallax value FF of the
foreground boundary and the information denoting the
focused parallax value FR of the background boundary from
the storage unit 11.

The parallax value converting unit of each region 21 sets
parallax value data d' after converting to FR-d when a value d
of the parallax value data Disparity Data which is input from
the outside is smaller than the focused parallax value FR of
the background boundary, that is, when it is the background
region.

On the other hand, the parallax value converting unit of
each region 21 sets the parallax value data d' after converting
to d-FF when the value d of the parallax value data Disparity
Data is larger than the focused parallax value FF of the fore-
ground boundary, that is, when it is the foreground region.

In addition, the parallax value converting unit of each
region 21 sets the parallax value data d' after converting to 0
when the value d of the parallax value data Disparity Data is
the focused parallax value FR of'the background boundary or
more, and is the focused parallax value FF of the foreground
boundary or less, that is, when it is the focused region.

That is, the parallax value converting unit of each region 21
divides a parallax map which maintains a parallax value of
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each pixel of an image into a predetermined region according
to the parallax value, and converts the parallax value accord-
ing to the region.

In addition, the parallax value converting unit of each
region 21 outputs the parallax value data d' after converting to
the LPF processing unit (filter processing unit for map) 22.

The LPF processing unit (filter processing unit for map) 22
reads out information denoting the kernel size WW, and infor-
mation denoting the blurring coefficient GC from the storage
unit 11. The LPF processing unit (filter processing unit for
map) 22 applies an LPF to a parallax map which is formed of
the parallax value data after d' converting using the read out
kernel size WW, and the blurring coefficient GC. In this
manner, the LPF processing unit (filter processing unit for
map) 22 smoothes between the foreground region, the back-
ground region, and the focused region so that the parallax
value does not rapidly change.

Continuously, the kernel size WW which is used in the LPF
processing unit (filter processing unit for map) 22 in FIG. 2
will be described.

FIGS. 4A to 4C are diagrams which describe the kernel
size WW which is used in the LPF processing unit (filter
processing unit for map) 22.

FIG. 4A is a diagram which illustrates a parallax value after
applying an LPF when the horizontal width 411 and 412 of
the kernel sizes of the LPF are larger than the horizontal width
of'a window size at the time of generating a parallax map. In
addition, in FIG. 4A, the numeral 413 denotes edges of an
object. In addition, the numeral 414 denotes a parallax value
after applying the LPF. In addition, the numeral 415 denotes
a background. In addition, the numeral 416 denotes an
expanded region by the half-value width of a window size.

In FIG. 4A, a parallax value before applying the L.PF, and
a parallax value after applying the LPF with respect to coor-
dinates are illustrated in the horizontal direction of an image
(hereinafter, referred to as image horizontal coordinates).

InFIG. 4A, the parallax value after applying the LPF which
is denoted by being surrounded with the circle 417 is applied
with the LPF as the background region, even though it is a
focused region. For this reason, there is a problem in that a
part of the focused region of a composite image which cor-
responds to the parallax value after applying the LPF which is
denoted by the circle 417 is blurred.

FIG. 4B is a diagram which illustrates a parallax value after
applying an LPF when the horizontal width 421 and 422 of
the kernel sizes of the LPF is a half of the horizontal width of
a window size at the time of generating a parallax map. In
addition, in FIG. 4B, the numeral 423 denotes edges of an
object. In addition, the numeral 424 denotes a parallax value
after applying the LPF. In addition, the numeral 425 denotes
a background. In addition, the numeral 426 denotes an
expanded region by the half-value width of the window size.

In FIG. 4B, a parallax value before applying the LPF, and
aparallax value after applying the LPF with respect to image
horizontal coordinates are illustrated.

In FIG. 4B, a parallax value after applying the LPF which
is denoted by being surrounded with the circle 427 is not
applied with the LPF as a focused region even though it is a
background region. For this reason, there is a problem in that
a part of the background region of a composite image which
corresponds to the parallax value after applying the LPF
which is denoted by the circle 427 is not blurred.

FIG. 4C is a diagram which illustrates a parallax value after
applying an LPF when the horizontal widths 431 and 432 of
a kernel size of the LPF is the horizontal width of a window
size at the time of generating a parallax map. In addition, in
FIG. 4C, the numeral 433 denotes edges of an object. In
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addition, the numeral 434 denotes a parallax value after
applying the LPF. In addition, the numeral 435 denotes a
background. In addition, the numeral 436 denotes an
expanded region by the half-value width of the window size.

In FIG. 4C, a parallax value before applying the LPF, and
a parallax value after applying the LPF are illustrated with
respect to coordinates in the horizontal direction of an image
(hereinafter, referred to as image horizontal coordinates).

In FIG. 4C, the LPF is not applied to a focused region, and
there is no problem in that a part of the focused region of a
final composite image is blurred. In addition, it is possible to
apply the LPF from edges to a background of an object with
respect to a parallax value after converting. For this reason, it
is possible to make a final composite image which is blurred
from edges of the object as the background.

In addition, since the parallax value after applying the LPF
is smoothly changed from the edges of the object toward the
background, the blurring in the background region of the
composite image is smoothly changed.

Accordingly, the LPF processing unit (filter processing
unit for map) 22 calculates the parallax value d" after apply-
ing the LPF by applying the LPF with respect to parallax map
using the same kernel size WW as the window size at the time
of generating a parallax map. The LPF processing unit (filter
processing unit for map) 22 outputs the information denoting
the parallax value d" after applying the LPF to the blurring
amount selection unit 23.

FIGS. 5A to 5C are diagrams which illustrate examples of
the original parallax value d (FIG. 5A), the parallax value d'
after converting (FIG. 5B) using a parallax value conversion
in each region, and the parallax value d" after applying the
LPF (FIG. 5C).

FIG. 5A illustrates an example of a relationship between
the original parallax value and image horizontal coordinates.

InFIG. 5A, ahorizontal axis indicates the image horizontal
coordinates, and a vertical axis indicates the parallax value d.
In the example, when facing the image horizontal coordi-
nates, the left side (side close to the origin) is a foreground
region, the center is a focused region, and the right side (side
far from the origin) is a background region. Among the three
regions, a parallax value of the foreground region is high, a
parallax value of the focused region is approximately
medium, and a parallax value of the background region is low.

FIG. 5B illustrates an example of a parallax value after
converting using parallax value converting in each region by
the parallax value converting unit of each region 21 with
respect to the image horizontal coordinates. FIG. 5B illus-
trates a case in which the parallax value converting in each
region is performed with respect to FIG. 5A. In FIG. 5B, the
vertical axis is image horizontal coordinates, and a horizontal
axis is the parallax value d' after converting. In the example,
when facing the image horizontal coordinates, the left side is
a foreground region, the center is a focused region, and the
right side is a background region. It is denoted that the paral-
lax value d' after converting in the foreground region and the
background region takes a positive value, however, the value
in the focused region takes 0. Here, at a boundary between the
foreground region and the focused region, or at a boundary
between the focused region and the background region, the
parallax value d' after converting is rapidly changed with
respect to the image horizontal coordinates.

According to the embodiment, FIG. 5C illustrates an
example of a parallax value after applying an LPF by the LPF
processing unit 22 with respect to image horizontal coordi-
nates. In FIG. 5C, a horizontal axis is image horizontal coor-
dinates, and a vertical axis is the parallax value d" after
applying LPF. In the example, when facing the image hori-
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zontal coordinates, the left side is a foreground region, the
center is a focused region, and the right side is a background
region. Here, at a boundary between the foreground region
and the focused region, or at a boundary between the focused
region and the background region, the parallax value d" after
applying the LPF is smoothly changed with respect to the
image horizontal coordinates. FIG. 5C illustrates a case in
which the LPF processing is performed with respect to FIG.
5B.

As described above, the LPF processing unit (filter pro-
cessing unit for map) 22 applies an LPF with respect to a
parallax map. In this manner, it is possible to make the par-
allax value d" after applying the LPF be smoothly changed
with respect to the image horizontal coordinates at the bound-
ary between the foreground region and the focused region, or
at the boundary between the focused region and the back-
ground region.

In the image processing device 10, the parallax value con-
verting unit of each region 21 divides a standard image into a
foreground region, a background region, and a focused
region, converts a parallax value, and then the LPF processing
unit (filter processing unit for map) 22 performs LPF process-
ing. In this manner, it is possible to prevent a generation of
contour on the background region side due to an image which
is close to edges of the focused region, in the vicinity of a
region in which the focused region and the background region
in the composite image come into contact with each other.

When the foreground, focused region, and the background
are changed in order as illustrated in FIG. 5A, an image of a
focused region appears between the foreground and the back-
ground in the composite image. For this reason, there is no
case in which a parallax value becomes 0, even if when the
image processing device 10 performs the LPF processing
without performing parallax value converting in each region
(as input parallax map is).

However, when the foreground region and the background
region are overlapped in the composite image, that is, when
the background region comes after the foreground region, and
there is no focused region, the parallax value becomes 0
when, similarly, the image processing device performs the
LPF processing without performing the parallax value con-
verting in each region (input parallax map as is). For this
reason, there is a problem that a focused image appears at a
position at which a focused region is not present in the com-
posite image, originally.

Since the parallax values of the foreground and the back-
ground after converting do not include the parallax value of
the focused region when the parallax value converting unit of
each region 21 performs the parallax value converting in each
region, there is no case in which the parallax value after
converting becomes 0. Accordingly, in a case in which the
foreground region and the background region overlap with
each other in the composite image, when the image process-
ing device 10 performs the LPF processing after performing
the parallax value converting in each region, a region in which
the parallax value becomes 0 is not generated.

According to the embodiment, the LPF processing unit 22
performs the LPF processing after the parallax value convert-
ing unit of each region 21 performs the parallax value con-
verting in each region. In this manner, it is possible to prevent
a focused image from appearing in a region in which the
region is changed from the foreground region to the back-
ground region in the composite image.

In addition, the LPF processing unit (filter processing unit
for map) 22 may use a kernel of which values of factors
become smaller when going toward the end from the center of
tables T1 to T3 as illustrated in FIGS. 6 to 8, when applying
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filtering to a parallax map. In addition, all of the factors of the
kernels may use the same kernel without being limited to this.
For example, when the kernel is 3x3, all of the factors may be
.

In addition, the LPF processing unit (filter processing unit
for map) 22 performed filtering so that the parallax value after
applying an LPF is smoothly changed from a position corre-
sponding to edges of an object, as illustrated in FIG. 4C,
however, it is not limited to this. For example, the filtering
may be performed so that the parallax value after applying the
LPF is smoothly changed from a position corresponding to
pixels which are inside the object rather than the edges of the
object, as illustrated in FIG. 4A. In this case, the image starts
to be blurred from pixels which are inside the object.

Return to the description in FIG. 3, the blurring amount
selection unit 23 reads out information denoting the step
width DW, and information denoting the plurality of kernel
sizes KS from the storage unit 11. The blurring amount selec-
tion unit 23 sets a threshold value in each the step width DW
by the same number of types as the kernel sizes KS. For
example, the blurring amount selection unit 23 sets the DW,
DWx2, and DWx3 as threshold values since the number of
types of the kernel size KS is 3.

When the parallax value d" after applying the LPF is 0, that
is, in a case of a focused region, the blurring amount selection
unit 23 sets a blurring amount table which identifies a table
maintaining information of a kernel when applying the LPF to
an image to 0, and puts up a focus flag FA.

On the other hand, when the parallax value d" after apply-
ing the LPF is smaller than the step width DW, thatis, ina case
of'a small blurring amount, the blurring amount selection unit
23 sets a blurring amount table to 1, and does not put up a
focus flag.

In cases other than the above case, when the parallax value
d" after applying the LPF is smaller than twice of the step
width DW, that is, in a case of an approximately medium
blurring amount, the blurring amount selection unit 23 sets a
blurring amount table to 2, and does not put up a focus flag.

In cases other than the above case, when the parallax value
d" after applying the LPF is smaller than three times of the
step width DW, that is, in a case of a large blurring amount, the
blurring amount selection unit 23 sets a blurring amount table
to 3, and does not put up a focus flag.

In cases other than the above case, that is, when the parallax
value d" after applying the LPF exceeds three times of the step
width DW, the blurring amount selection unit 23 sets a blur-
ring amount table to 4, and does not put up a focus flag.

The blurring amount selection unit 23 outputs information
denoting the focus flag to the image composition unit 40, and
outputs information denoting the blurring amount table GT,
and information denoting the parallax value d" after applying
the LPF to the blurred image generation processing unit 30.

In addition, each interval from the step width DW1to DW3
whichis illustrated in FIG. 3 is not necessarily the fixed length
(usually, interval of step width DW is constant), and may be
variable.

Return to descriptions in FIG. 2, the blurred image genera-
tion processing unit 30 generates a blurred image based on
information denoting a blurring amount which is input from
the blurring amount selection unit 23, and IMGDATA as data
of a standard image which is input from the outside. In addi-
tion, the blurred image generation processing unit 30 outputs
the information denoting the blurred image GP to the image
composition unit 40.

FIG. 9 is a block configuration diagram of the blurred
image generation processing unit 30 (refer to FIG. 2). The
blurred image generation processing unit 30 includes a stan-
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dard blurred image generation unit 31, a standard blurred
image selection unit 32, and a pixel value interpolation unit
33.

The number of standard blurred image which is generated
by the standard blurred image generation unit 31 is the num-
ber of types of the kernel size KS. Here, a case in which the
number of types of the kernel size KS is 3 will be described as
anexample. In addition, the number of types of the kernel size
KS may be 1 or more. The more the number of the standard
blurred images which is generated by the standard blurred
image generation unit 31, the better the possibility to accu-
rately interpolate each pixel value of a blurred image from the
standard blurred image. For this reason, the image processing
device 10 can generate a smooth blurred image corresponding
to a distance from an object.

The standard blurred image generation unit 31 generates
three types of standard blurred images by folding in each
blurring coefficient GC of a kernel having three different
kernel sizes, and IMGDATA as the data of the standard image
which is supplied from the outside.

Specifically, the standard blurred image generation unit 31
generates a first standard blurred image (mildly blurred
image) by folding in the kernel of the table T1 (3x3) which is
illustrated in FIG. 6, and the IMGDATA as the data of the
standard image. The standard blurred image generation unit
31 generates a second standard blurred image (medium-
blurred image) by folding in the kernel of the table T2 (7x7)
which is illustrated in FIG. 7, and the IMGDATA as the data
of'the standard image. The standard blurred image generation
unit 31 generates a third standard blurred image (strongly
blurred image) by folding in the kernel ofthe table T3 (15x15)
which is illustrated in FIG. 8, and the IMGDATA as the data
of the standard image.

Here, a blurring coefficient of a kernel corresponding to the
respective blurred images will be described. FIG. 6 is a dia-
gram which illustrates an example of a blurring coefficient of
akernel which is used when generating an image with a small
blurring amount. In FIG. 6, as an example of a blurring
coefficient of a kernel which is used when generating a
blurred image (mild blurring) corresponding to the step width
DW1 in FIG. 3, the table T1 of 3x3 is illustrated. In the table
T1, the center factor among all of factors is 0.3446, the larg-
est, and factors at four corners are 0.0386, the smallest.

FIG. 7 is a diagram which illustrates an example of a
blurring coefficient of a kernel which is used when generating
an image with an approximately medium blurring amount.

InFIG. 7, as an example of a blurring coefficient of a kernel
which is used when generating a blurred image (medium
blurring) corresponding to the step width DW2 in FIG. 3, the
table T2 of 7x7 is illustrated. In the table T2, the center factor
among all of the factors is 0.0324, the largest, the factors
become smaller toward the end, and factors at the four corners
are 0.0103, the smallest.

FIG. 8 is a diagram which illustrates an example of a
blurring coefficient of a kernel which is used when generating
an image with a large blurring amount.

In FIG. 8, as an example of the blurring coefficient of the
kernel which is used when generating a blurred image (strong
blurring) which corresponds to the step width DW3 in FIG. 3,
the table T3 of 15x15 is illustrated. In the table T3, similarly
to the table T2, the center factor among all of the factors is
0.006741, the largest, the factors become smaller toward the
end, and factors at the four corners are 0.002038, the smallest.

In general, the larger the size of a kernel (size of table
referred to here), the greater the blurring of an image after
applying filtering using the kernel.
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For example, here, the size of the table T2 is larger than the
size of the table T1. For this reason, a blurring amount of an
image which is generated by folding in the kernel which is
illustrated in the table T2 and the image is larger than a
blurring amount of an image which is generated by folding in
the kernel which is illustrated in the table T1 and the image.

In addition, here, the size of the table T3 is larger than the
size of the table T2. For this reason, a blurring amount of an
image which is generated by folding in the kernel which is
illustrated in the table T3 and the image is larger than a
blurring amount of an image which is generated by folding in
the kernel which is illustrated in the table T2 and the image.

Return to the descriptions in FIG. 9, the standard blurred
image generation unit 31 outputs information denoting the
generated three types of standard blurred images SG to the
standard blurred image selection unit 32.

The standard blurred image selection unit 32 selects two
blurred images in the vicinity of a parallax value of a target
pixel in each pixel of the blurred image using information
denoting a blurring amount which is input from the blurring
amount selection unit 23.

For example, when a blurring amount is 1, the standard
blurred image selection unit 32 selects a standard image and
a mildly blurred image. When a blurring amount is 2, the
standard blurred image selection unit 32 selects a mildly
blurred image and a medium-blurred image. When a blurring
amount is 3, the standard blurred image selection unit 32
selects a medium-blurred image and a strongly blurred image.
When a blurring amount is 4, the standard blurred image
selection unit 32 selects only a strongly blurred image, and
outputs information denoting the strongly blurred image to
the image composition unit 40 as is, without performing
interpolation in the pixel value interpolation unit 33.

In addition, the standard blurred image selection unit 32
outputs selection information denoting which blurred image
is selected to the pixel value interpolation unit 33 after the
selection.

The pixel value interpolation unit 33 reads out the parallax
value d" of the selected two blurred images, and information
denoting the step width DW from the selection information
denoting which blurred image is selected among the blurred
images which are input from the standard blurred image
selection unit 32. In addition, the pixel value interpolation
unit 33 calculates a pixel value of a blurred image correspond-
ing to the parallax value of the target pixel using linear inter-
polation based on the parallax value d" which is read out.

Further, the detailed processing of the pixel value interpo-
lation unit 33 will be described using FIG. 10. FIG. 10 is a
diagram which describes a method of calculating a pixel
value of each pixel of a blurred image using the linear inter-
polation.

In FIG. 10, a pixel value of a blurred image which will be
generated from now (data of blurred image) is illustrated on a
horizontal axis on the upper row, and the parallax value d"
after applying the LPF is illustrated on the horizontal axis on
the lower row.

When an input parallax value d",, which is one of the
parallax values after applying the LPF d" is between the step
width DW1 and the step width DW2, a (=d",,~DW1) which
is a difference between the input parallax value d",,, and the
step width DW1, and b (=DW2-d",,,) which is a difference
between the input parallax value d",,and the step width DW2
are calculated.

When a luminance value of mild blurring is setto Y,, and
a luminance value of medium blurring is set to Y,, a lumi-
nance value of a blurred image (interpolation data) Y is cal-
culated using the following Expression (1).

Y=(Yxb+Y,xa)/(a+b) (€8]

5

10

15

20

25

30

35

40

45

50

55

60

65

12

The pixel value interpolation unit 33 calculates a lumi-
nance value (interpolation data) of a blurred image with
respect to each of luminance values of RGB (Red, Green,
Blue) using the Expression (1). In addition, the pixel value
interpolation unit 33 generates a focused image from a stan-
dard image with respect to a focused region.

The pixel value interpolation unit 33 generates a blurred
image by performing the above processing with respect to all
of pixels.

According to this, the pixel value interpolation unit 33 is
able to calculate a pixel value of a target pixel by performing
interpolation using a value based on a value of the parallax
map after filtering the target pixel and a value which is
selected from the parallax map, and a pixel value of a pixel
corresponding to a position of the target pixel in the selected
standard blurred image. In this manner, the pixel value inter-
polation unit 33 is able to generate an appropriate blurred
image corresponding to a parallax value.

In addition, as described above, each interval from the step
width DW1 to step width DW3 in FIG. 10 is not necessarily
the fixed length (that is, interval of DW is usually constant),
and each interval can be set to be variable. In addition, when
each interval is set to be variable, a value of a denominator
(a+b) of Expression (1) is also variable due to each interval of
the step width DW1 to step width DW3.

Further, as in the descriptions of the standard blurred image
generation unit 31, the number of the step width DW (number
of types of kernel sizes KS) may be one or more. Since the
larger the number of the step width DW, it is possible to
accurately interpolate each pixel value of a blurred image
from the standard blurred image, the image processing device
10 can generate a smooth blurred image corresponding to a
distance from an object.

The blurred image generation processing unit 30 performs
the above described series of blurred image generation pro-
cessing with respect to each of a foreground region and a
background region, and generates a blurred image of the
foreground region and a blurred image of the background
region.

The blurred image generation processing unit 30 outputs
data of the blurred image GP1 of the foreground region, and
data of the blurred image GP2 of the background region
which are generated to the image composition unit 40.

Return to the descriptions in FIG. 2, the image composition
unit 40 sets a luminance value in a focused region of data of
a standard image to a luminance value of a composite image
with respect to a pixel of which a focus flag which is input
from the blurring amount selection unit 23 is 1.

On the other hand, the image composition unit 40 sets a
luminance value of a blurred image to a luminance value of a
composite image with respect to a pixel of which a focus flag
which is input from the blurring amount selection unit 23 is 0.
In this manner, the image composition unit 40 is able to make
only a non-focused region blurry, leaving the pixel in the
focused region blurry as is.

The image composition unit 40 generates a composite
image when a luminance value of each region of a back-
ground region, a focused region, and a foreground region
substitutes for a luminance value of the composite image in
order. The image composition unit 40 outputs generated data
of the composite image IMGDATAOUT to the outside.

FIG. 11 is a flowchart which illustrates a flow of processing
of'the image processing device 10 (refer to FIG. 2) according
to the first embodiment of the present invention.

First, the parallax map generation unit 12 generates a par-
allax map using block matching from a standard image, and a
reference image (step S101).
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Subsequently, the parallax value converting unit of each
region 21 divides the reference image and a parallax map into
a foreground region, a focused region, and a background
region, and converts a parallax value using the above
described method (step S102).

Subsequently, the LPF processing unit (filter processing
unit for map) 22 applies the LPF to the converted parallax
map (step S103).

Subsequently, the blurring amount selection unit 23 calcu-
lates a blurring amount (table) corresponding to the converted
parallax value with respect to the foreground region (step
S104).

Subsequently, the blurred image generation processing
unit 30 selects a blurred image of a corresponding kernel size
from the blurring amount (table) with respect to the fore-
ground region, and performs blurred image generation pro-
cessing corresponding to the converted parallax value (step
S105).

Subsequently, the blurring amount selection unit 23 calcu-
lates a blurring amount (table) corresponding to the converted
parallax value with respect to the background region (step
S106).

Subsequently, the blurred image generation processing
unit 30 selects a blurred image of a corresponding kernel size
from the blurring amount (table) with respect to the back-
ground region, and performs blurred image generation pro-
cessing corresponding to the converted parallax value (step
S107).

Subsequently, the blurred image generation processing
unit 30 generates a focused image from a standard image with
respect to the focused region (step S108).

Subsequently, the image composition unit 40 composites
each region of the background region, the focused region, and
the foreground region by overlapping thereof (step S109).

In this manner, processing of the flowchart in FIG. 11 is
ended.

Subsequently, detailed blurred image generation process-
ing by the blurred image generation processing unit 30 in
steps S105 and S107 in FIG. 11 will be described using FIG.
12.

FIG. 12 is a flowchart which illustrates a flow of processing
of'the blurred image generation processing unit 30 according
to the first embodiment of the present invention.

First, the standard blurred image generation unit 31 gener-
ates blurred images of three kernel sizes (step S201). Subse-
quently, the standard blurred image selection unit 32 selects
two blurred images in the vicinity of a parallax value of a
target pixel in each pixel (step S202).

Subsequently, the pixel value interpolation unit 33 gener-
ates a blurred image corresponding to a parallax value of a
target pixel from a parallax value of the two blurred images
using linear interpolation (step S203).

In this manner, the processing of the flowchart in FIG. 12 is
ended.

As described above, the image processing device 10 is able
to convert a parallax value in an expansion region so as to be
smoothly changed by applying an LPF to a parallax map from
aposition corresponding to edges of an object. In this manner,
the image processing device 10 is able to change a filtering
size which is used in blurring according to a parallax value
after applying the LPF.

By applying an LPF to a parallax map from a position
corresponding to edges of an object, blurring from a fore-
ground region to a focused region is smoothly changed even
in an expanded parallax map, and it is possible to make a
boundary at a switching portion between the foreground
region and a focused region less noticeable.
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In addition, since it is possible to make an image in a
background region in the vicinity of a focused region not be
included in the focused region, it is possible to make a pixel
value of a focusing component which is generated in the
image in the background region at the switching portion
between the focused region and background region less
noticeable.

In addition, the image processing device 10 is able to
generate a plurality of blurred images with a blurring amount
corresponding to a plurality of values which are selected from
parallax values after applying an LPF, and to generate a
composite image by linear interpolation using a pixel value of
ablurred image according to the pixel value after applying the
LPF. In this manner, it is possible to make the blurring of an
image natural based on the depth in a foreground region and
a background region.

<Second Embodiment>

Subsequently, a second embodiment of the present inven-
tion will be described. FIG. 13 is a block configuration dia-
gram of an image processing device 105 according to the
second embodiment of the present invention. In addition,
elements which are common to FIG. 2 are given the same
reference numerals, and descriptions thereof will be omitted.

When comparing a configuration of the image processing
device 106 in FIG. 13 to the configuration of the image
processing device 10 in FIG. 2, an image reduction unit 24, a
flag enlargement unit 25, and an image enlargement unit 34
are added thereto.

In addition, when comparing the configuration of the
image processing device 1056 in FIG. 13 to the configuration
of'the image processing device 10 in FIG. 2, the parallax map
generation unit 12 is changed to a parallax map generation
unit 124. In addition, the blurring coefficient calculation pro-
cessing unit 20 is changed to a blurring coefficient calculation
processing unit 205. In addition, the blurring amount selec-
tion unit 23 is changed to a blurring amount selection unit
23b. In addition, the blurred image generation processing unit
30 is changed to a blurred image generation processing unit
3054. In addition, the image composition unit 40 is changed to
an image composition unit 405.

The image reduction unit 24 reduces a standard image
which is input from the outside, and a reference image to a
predetermined magnification (for example, %4). In addition,
the image reduction unit 24 outputs data of the reduced stan-
dard image, and data of the reduced reference image to the
parallax map generation unit 125. In addition, the image
division unit 24 outputs the data of the reduced standard
image to the blurred image generation processing unit 305.

Similarly to the parallax map generation unit 12 according
to the first embodiment, the parallax map generation unit 125
generates a parallax map by the well-known block matching
method using a predetermined window size WW from data of
the reduced standard image which is input from the image
reduction unit 24, and the data of the reduced reference
image. The parallax map generation unit 125 outputs Dispar-
ity Data as parallax value data which forms a generated par-
allax map to a parallax value converting unit of each region 21
of a blurring coefficient calculation processing unit 20.

Similarly to the blurring amount selection unit 23 accord-
ing to the first embodiment, the blurring amount selection unit
235 calculates a blurring amount and a focus flag, and output
information denoting the focus flag to the flag enlargement
unit 25. In addition, the blurring amount selection unit 235
outputs information denoting the calculated blurring amount
to the blurred image generation processing unit 305.

The flag enlargement unit 25 enlarges a focused region of
which a focus flag is 1 using the same magnification as the



US 9,070,223 B2

15

magnification with which the image enlargement unit 34
which will be described later enlarges a blurred image (for
example, four times) using information denoting a focus flag
which is input from a filtering magnitude selection unit 235.
The flag expansion unit 25 outputs information on the
enlarged focused region to the image composition unit 405.

Similarly to the blurred image generation processing unit
30 according to the first embodiment, the blurred image gen-
eration processing unit 305 generates blurred images of a
foreground region and a background region based on infor-
mation denoting an input blurring amount, and data of the
reduced standard image. The blurred image generation pro-
cessing unit 305 outputs data of the blurred image of the
foreground region, and data of the blurred image of the back-
ground region which are generated to the image enlargement
unit 34.

The image enlargement unit 34 enlarges the input blurred
image in the foreground region by a well-known bilinear
interpolation using reciprocal magnification (for example,
four times) of reduction magnification in the image reduction
unit 24. Similarly, the image enlargement unit 34 enlarges the
input blurred image in the background region by the bilinear
interpolation using the reciprocal magnification (for
example, four times) of the reduction magnification in the
image reduction unit 24. In addition, the interpolation is not
limited to the bilinear interpolation.

The image enlargement unit 34 outputs data ofthe enlarged
blurred image in the foreground region, and data of the
enlarged blurred image in the background region to the image
composition unit 405.

In addition, the image enlargement unit 34 enlarges the
blurred image using the reciprocal magnification of the
reduction magnification in the image reduction unit 24, how-
ever, it is not limited to this, and the blurred image may be
enlarged using magnification which fits an image size of a
composite image which is desired to be finally obtained.

The image composition unit 405 generates a focused image
from the standard image before reducing which is input from
the outside with respect to the enlarged focused region using
information on the enlarged focused region which is input
from the flag enlargement unit 25. Similarly to the image
composition unit 40, the image composition unit 405 com-
posites each region of the background region, the focused
region, and the foreground region in order, and generates a
composite image. The image composition unit 405 outputs
generated data of the composite image IMGDATAOUT to the
outside.

FIG. 14 is a flowchart which illustrates a flow of processing
of the image processing device 105 according to the second
embodiment of the present invention. First, the image reduc-
tion unit 24 reduces a standard image and a reference image to
predetermined magnification (for example, %4)(step S301).

Subsequently, the parallax map generation unit 125 obtains
a parallax map using block matching from the reduced stan-
dard image and the reduced reference image (step S302).

Subsequently, the parallax value converting unit of each
region 21 divides the reduced standard image and the parallax
map into a foreground region, a focused region, and a back-
ground region (step S303).

Subsequently, the LPF processing unit (filter processing
unit for map) 22 apply an LPF to the parallax map (step S304).

Subsequently, the blurred image generation processing
unit 305 calculates a blurring amount (table) corresponding
the converted parallax value with respect to a foreground
region of the reduced standard image (step S305).

Subsequently, the blurred image generation processing
unit 305 selects a blurred image of a kernel size correspond-
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ing to the blurring amount (table), and performs blurred
image generation processing corresponding to the converted
parallax value in the flow of the processing which is illus-
trated in FIG. 12 (step S306).

Subsequently, the blurred image generation processing
unit 305 calculates a blurring amount (table) corresponding to
the converted parallax value with respect to a background
region of the reduced standard image (step S307).

Subsequently, the blurred image generation processing
unit 305 selects a blurred image of a corresponding kernel
size from the blurring amount (table) in the flow of the pro-
cessing which is illustrated in FIG. 12, and performs the
blurred image generation processing corresponding to the
converted parallax value of the corresponding kernel size
from the blurring amount (table) with respect to the back-
ground region of the reduced standard image (step S308).

Subsequently, the image enlargement unit 34 enlarges the
blurred image of the foreground region, and the blurred image
of the background region to a predetermined magnification
(for example, four times) using the bilinear interpolation.
Subsequently, the flag enlargement unit 25 enlarges a focus
flag using a nearest neighbor method (step S310).

Subsequently, the image composition unit 405 generates a
focused image from the standard image before reducing using
the enlarged focused image (step S311).

Subsequently, the image composition unit 405 composites
each region of the background region, the focused region, and
the foreground region in order (step S312).

In this manner, the processing in the flowchart in FIG. 14 is
ended.

In this manner, in the image processing device 105, due to
the reducing of the standard image as the input image, and the
reference image, depth resolution is reduced, and a change in
a depth value in one object becomes small. For this reason, it
is possible to reduce a frequency of occurring of blurring in
the middle of changing in the object which is changing in the
depth direction.

In addition, a program for executing each processing of the
image processing device 10 (refer to FIG. 2) according to the
first embodiment of the present invention, and of the image
processing device 105 (refer to FIG. 13) according to the
second embodiment of the present invention may be recorded
in a computer-readable recording medium. In addition, the
above described various processing relating to the image
processing devices 10 and 105 may be performed by causing
a computer system to read the program which is recorded in
the recording medium, and execute thereof.

In addition, the “computer system” which is referred to
here may be a system which includes hardware such as an
Operating System (OS), peripheral equipment, or the like. In
addition, when the “computer system” is using the World
Wide Web (WWW) system, the system also includes a home-
page offering environment (or, display environment). In addi-
tion, the “computer-readable recording medium” includes a
writable non-volatile memory such as a flexible disk, a mag-
neto-optical disc, a ROM (Read Only Memory), and a flash
memory, a portable medium such as a CD-ROM (Compact
Disc-Read Only Memory), and a recording device such as a
hard disk which is embedded in the computer system.

In addition, the “computer-readable recording medium”
also includes a medium which maintains a program for a
certain period such as a network such as the Internet, a server
in a case in which a program is transmitted through a com-
munication line such as a telephone line, or a volatile memory
in the computer system as a client (for example, DRAM
(Dynamic Random Access Memory)). In addition, the pro-
gram may be transmitted to another computer system through
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a transmission medium, or a transmission wave in the trans-
mission medium from the computer system in which the
program is stored in a recording device, or the like. Here, the
“transmission medium” which transmits the program means a
medium with a function of transmitting information such as a
network (communication network) such as the Internet, or a
communication line such as a telephone line. In addition, the
program may be a program for executing a part of the above
described functions. In addition, the program may be a pro-
gram which can be executed by being in combination with the
program which is recorded with the above described function
in advance in the computer system, that is, a so-called difter-
ence file (difference program).

As described above, the embodiments of the present inven-
tion have been described with reference to drawings, how-
ever, the specific configuration is not limited to the embodi-
ments, and also includes designs which are not departing
from the scope of the present invention, or the like.

INDUSTRIAL APPLICABILITY

The present invention can be applied to an image process-
ing device which generates an image in which blurring
becomes smooth in a boundary region between an object and
a background, or between the object and a foreground, an
image processing method, and an image processing program
thereof.

REFERENCE SIGNS LIST

10, 105 IMAGE PROCESSING DEVICE

11 STORAGE UNIT

12,125 PARALLAX MAP GENERATION UNIT

20, 206 BLURRING COEFFICIENT CALCULATION
UNIT

21 PARALLAX VALUE CONVERTING UNIT OF
EACH REGION (REGION DIVISION UNIT)

22 LPF PROCESSING UNIT (FILTER PROCESSING
UNIT FOR MAP)

23 BLURRED REGION SELECTION UNIT (FILTER-
ING MAGNITUDE SELECTION UNIT)

24 IMAGE REDUCTION UNIT

25 FLAG ENLARGEMENT UNIT

30 BLURRED IMAGE GENERATION PROCESSING
UNIT

31 STANDARD BLURRED IMAGE GENERATION
UNIT

32 STANDARD BLURRED IMAGE SELECTION UNIT

33 PIXEL VALUE INTERPOLATION UNIT

34 IMAGE ENLARGEMENT UNIT

40, 405 IMAGE COMPOSITION UNIT

The invention claimed is:

1. An image processing device comprising:

a region divider configured or programmed to divide an
image into a predetermined region according to a paral-
lax value with respect to each pixel of the image, and
convert the parallax value for each region;

a map filtering processor configured or programmed to
apply filtering to the parallax map based on the parallax
value converted by the region divider;

afiltering magnitude selector configured or programmed to
select a magnitude of an image filtering corresponding
to the parallax map applied with the filtering by the map
filtering processor;

a blurred image generator configured or programmed to
generate a blurred image of the image by applying the
image filtering to the image; and
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an image composer configured or programmed to generate
a composite image obtained by compositing the image
and the blurred image based on the parallax map after the
filtering by the map filtering processor.

2. An image processing device comprising:

a map filtering processor configured or programmed to
apply filtering to a parallax map based on a parallax
value with respect to each pixel of an image;

an image reducer configured or programmed to reduce a
size of the image;

a blurred image generator configured or programmed to
generate a blurred image of the image which is reduced
by the image reducer

animage enlarger configured or programmed to enlarge the
blurred image of the reduced image to a predetermined
size; and

an image composer configured or programmed to generate
a composite image obtained by compositing the image
and the blurred image based on the parallax map after the
filtering by the map filtering processor.

3. An image processing device comprising:

a map filtering processor configured or programmed to
apply filtering to a parallax map based on a parallax
value with respect to each pixel of an image;

a blurred image generator configured or programmed to
generate a blurred image from the image; and

an image composer configured or programmed to generate
a composite image obtained by compositing the image
and the blurred image based on the parallax map after the
filtering by the map filtering processor,

wherein the blurred image generator includes:

a standard blurred image generator configured or pro-
grammed to select a plurality of values from the par-
allax map, and to generate a standard blurred image
with a blurring amount corresponding to each of the
selected plurality of values;

a standard blurred image selector configured or pro-
grammed to select a standard blurred image from the
standard blurred image based on a comparison
between a value of the parallax map after filtering of a
target pixel and the selected value for each target pixel
of the image; and

a pixel value interpolator configured or programmed to
calculate a pixel value of the target pixel based on a pixel
value of a pixel corresponding to a position of the target
pixel among the selected standard blurred images, a
value of the parallax map after filtering of the target
pixel, and the selected value.

4. The image processing device according to claim 3,

wherein the pixel value interpolator is configured or pro-
grammed to calculate a pixel value of the target pixel by
interpolation using a value based on a value of the par-
allax map after filtering of the target pixel, and the
selected value, and a pixel value of a pixel corresponding
to a position of the target pixel among the selected stan-
dard blurred images.

5. An image processing method comprising:

dividing an image into a predetermined region according to
a parallax value with respect to each pixel of the image,
and converting the parallax value for each region;

applying filtering to the parallax map based on the parallax
value converted;

selecting a magnitude of an image filtering corresponding
to the parallax map applied with the filtering;

generating a blurred image of the image by applying the
image filtering to the image; and
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generating a composite image obtained by compositing the
image and the blurred image based on the parallax map
after applying the filtering.
6. A computer-program product comprising a non-transi-
tory computer readable recording medium encoded with an
image processing program for use in an image processing
device, the program when executed performs the operations
comprising:
dividing an image into a predetermined region according to
a parallax value with respect to each pixel of the image,
and converting the parallax value for each region;

applying filtering to the parallax map based on the parallax
value converted;

selecting a magnitude of an image filtering corresponding

to the parallax map applied with the filtering;
generating a blurred image of the image by applying the
image filtering to the image; and

generating a composite image obtained by compositing the

image and the blurred image based on the parallax map
after applying the filtering.
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